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--------------------------------------------------------ABSTRACT----------------------------------------------------------- 

In this paper we focus on mixed model analysis for regression model to take account of over dispersion in 

random effects. Moreover, we present the Data Exploration, Box plot, QQ plot, Analysis of variance, linear 

models, linear mixed –effects model  for testing the over dispersion parameter in the mixed model. A mixed 

model is similar in many ways to a linear model. It estimates the effects of one or more explanatory variables on 

a response variable. In this article, the mixed model analysis was analyzed with the R-Language. The output of a 

mixed model will give you a list of explanatory values, estimates and confidence intervals of their effect sizes, 

P-values for each effect, and at least one measure of how well the model fits. The application of the model was 

tested using open-source dataset such as using numerical illustration and real datasets. 
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I. INTRODUCTION 
Over dispersion is the condition by which data appear more dispersed than is expected under a 

reference model. For count data, with repeated measurements on each subject over time or space, or to multiple 

related outcomes at one point in time we use mixed model analysis. This mixed model approach allows a wide 

variety of correlation patterns (or variance –covariance structures) to be explicitly modeled. The advantage of 

mixed models is that they naturally handle uneven spacing of repeated measurements whether intentional or un-

intentional. Also important is the fact that mixed model analysis is often more interpretable than classical 

repeated measures. Finally mixed models can also be extended as generalized mixed models to non-normal 

outcomes. The term mixed model refers to the use of both fixed and random effects in the same analysis. Fixed 

effects have levels that are of primary interest and would be used again if the experiment were repeated.  

Random effects have levels that are not of primary interest, but rather are thought of as a random selection from 

a much larger set of levels. Subject effects are almost always random effects, while treatment levels are almost 

always fixed effects. Other examples of random effects include cities in a multi-site trial, batches in a chemical 

or industrial experiment, and classrooms in an educational setting.  As an alternative to underlying normal 

variable models, previous authors have defined multivariate distributions for mixed outcomes by incorporating 

shared normally distributed random effects in generalized linear mixed models (Moustaki, 1996; Sammel et al. 

1997; Moustaki and Knott, 2000; Dunson, 2000, 2003). Although models of this type are very flexible, the 

lack of simple expressions for the marginal mean and variance makes parameter interpretation difficult. In 

addition, model fitting tends to be highly computationally intensive, particularly when more than a few random 

effects are incorporated. Generalized Linear Model (GLM) context (i.e., models without random effects), and 

many software packages such as R (R Core Team, 2014) will calculate this value automatically for GLMs. For 

Generalized Linear Mixed Models (GLMMs), the situation becomes more complex due to uncertainty in how to 

calculate the residual degrees of freedom (d.f.) for a model that contains random effects. For mixed models, the 

dispersion parameter can be calculated as the ratio of the sum of the squared Pearson residuals to the residual 

degrees of freedom (e.g., Zuur et al., 2009) 

The use of both fixed and random effects in the same model can be thought of hierarchically, and there 

is a very close relationship between mixed models and the class of models called hierarchical linear models. the 

fixed effects parameters tell how population means differ between any set of treatments, while the random effect 

parameters represent the general variability among subjects or other units. 

 

II. LINEAR MIXED MODEL 

The linear mixed model is defined as 
t t

ij ij i ijY x u       

Where  

ijY  is the response of 
thj   member of cluster i ,   1,  . . . ,i m  and   1,  . . . ,  ij n  

m is the number of clusters. 
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in is size of cluster i 

ijx is the covariate vector of 
thj member of cluster i for fixed effects, PR  

  is the fixed effects parameter PR   

iju is the  covariate vector of 
thj member. 

 

III. FIXED AND RANDOM FACTORS/EFFECTS 
How can we extend the linear model to allow for such dependent data structures? 

Fixed factor = qualitative covariate (e.g. gender, age group) 

Fixed effect = quantitative covariate (e.g. age) 

Random factor = qualitative variable whose levels are randomly sampled from a population of levels being 

studied. 

Random effect = quantitative variable whose levels are randomly sampled from a population of levels being 

studied. 

 

IV. MIXED LINEAR MODEL (LMM) I 
Assumptions: 

 0,i Nq D   , and 
q qD   
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1,  . . . ,  ,m   1, 1, ,m    are independent 

D = covariance matrix of random effects i   

i = covariance matrix of error vector i in cluster i 

 

Mixed Linear Model (LMM) II 

 

Matrix Notation: 
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This implies; 
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V. LIKELIHOOD INFERENCE FOR LMM: 
1) Estimation of β and γ for known G and R 

Estimation of β: Using (5), we have as MLE or weighted LSE of β 

  
1

1 1ˆ t tX V X X V Y


    

This estimate is called the weighted LSE 
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Estimation of   : 

We know that  ,  VnY N X     0,mqN g   

   
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This is the best linear unbiased predictor of   (BLUP) 

Joint maximization of log likelihood of  ,  
t

t tY   with respect to  ,      
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So, it is enough to minimize. 
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Mixed Model Equation: 

  1 1,
2 2 2 0t t tQ

X R y X U X R X
 

 


 
    


  

  1 1 1 1,
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
 

1 1 1t t tX R X X R U X R y        

 1 1 1 1t t tU R X U R U G U R y        

ML Estimation in extended marginal model: 

  , 0,nY X N V       with      tV UG U R      

Log likelihood for  ,    

          11
, ln . . ,

2

t
l V y X V y X cont ind of       


        

If we maximize (11) for fixed ϑ with regard to β, we get 

      
1

1 1ˆ t tX V X X V y   


 
   

Then the profile log likelihood is 
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    
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Maximizing  pl   w.r.t to   gives MLE ˆ
ML  . ˆ

ML is however biased; this is why one uses often restricted 

ML estimation (REML) 

Summary: Estimation in LMM with unknown covariance. 

For the linear mixed model  ,Y X U       
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With      tV UG U R     the covariance parameter vector   is estimated by either 

ˆ
ML  which maximizes 

            11 ˆ ˆln
2

t

pl V y X V y X      


       

Where     
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The fixed effects β and random effects γ are estimated by 
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Where  ˆ ˆ
MLV V   or  ˆ

REMLV   

 

Confidence interval and hypothesis tests: 

Since   ,Y N X V   hold, an approximation to the covariance of 

    
1

1 1ˆ ˆ ˆt tX V X X V Y  


    is given by 

   
1

1 ˆtX V X



 

Note: here one assumes that  ˆV   is fixed and does not depend on Y. 

Therefore   
1

1 ˆˆ : t

j
jj

X V X 


  are considered as estimates of  ˆ
jVar  . 

Therefore  

   
1

1

1 /2
ˆ ˆt

j
jj

z X V X 




   

Gives an approximate  100 1 %  CI for j . 

It is expected that   
1

1 ˆt

jj

X V X



underestimated  ˆ

jVar  since the variation in ̂  is not taken into 

account. 

A full Bayesian analysis using MCMC methods is preferable to these approximations. 

Under the assumption that ̂  is asymptotically normal with mean   and covariance matrix  A  , then the 

usual hypothesis tests can be done; i.e., for  
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 0 : 0jH    versus 1 : 0jH    

Reject 0 1 /2

ˆ

ˆ

j

j

j

H t z 




     
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     (Wald-Test) 

Or 
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0 1 ,
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   
 

  

 Where ˆ ˆ,   estimates in unrestricted model 

  ˆ ˆ,R R   estimates in restricted model  C d   (Likelihood Ratio Test)  

Example: 

Description Of Contents Of The Data: 

The data set contains information on 910 persons about Diabetes .They weighted measured at baseline 

and again they returned to campl1 year later. Each time, a serum sample was taken from which a determination 

of hemoglobin 1A c  (HgbA1C) was made.HgbA1C also called glycosylated hemoglobin. This is routinely 

monitored by insulin injections. Missing data are indicated by blanks. At the end of the variable name implies 

that the variable is being considered as a factor. 

 
Field Description 

mon_a1c Month A1c 

day_a1c               Day A1c 

yr_a1c                          Yr A1c 

age_yrs                        Age in years 

gly_a1c                        Hemoglobin A1c                                      

ht_cm                           Height in cm    missing=999.9         

wt_kg  Weight in kg 

sex M-Male, F-female 
 

Source Of The Data:  

Fundamentals of Biostatistics; Seventh edition; by BERNARD ROSNER. 

Display the names of variables in column order of the data frame, also explains  the characteristics of the 

variable: 

 

 
Data Exploration: The summary statistics for each variable defined in data is shown below: 

 

 
To check the normality of the data use Box plot: 
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From the above plot, it is clear that the weight appears normally distributed. The central line indicates the 

median. Also the graph shows that there are some outliers. 

 

 
 

 
Q-Q Plot: 
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By observing the above plot, we can say that the weight follows normal distribution as the plotted point’s forms 

approximately a straight line. 

 

 
The above Boxplot reveals the weights of male and female’s. The weights are normally distributed. 

 

VI. DATA ANALYSIS 
The following is the R-Code and output to run a generalized linear model to fit: 
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To introduce random effects models, the three models were compared. 

1. Model 1: With yr_a1c and age_yrs as random effects. 

2. Model 2: With yr_a1c as random effect. 

3. Model 3: With only age_yrs as random effect. 

 

VII. MODEL 1 
Response variable: wt_kg 

Fixed effects: Sex, mon_a1c, day_a1c, gly_a1c, ht_cm 

Random effects: yr_a1c + age_yrs 

The R-code and output: 

 

 
From the output, the residual is 8.535 

 

VIII. MODEL 2 
Response variable: wt_kg 

Fixed effects: Sex, mon_a1c, day_a1c, gly_a1c, ht_cm, age_yrs 

Random effects: yr_a1c 

 

The R-code and output for Model 2: 

 

 
From the above model 2 output, the residual is 8.626 
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IX. MODEL 3 
Response variable: wt_kg 

Fixed effects: Sex, mon_a1c, day_a1c, gly_a1c, ht_cm, yr_a1c  

Random effects: age_yrs 

 

The R-code and output for Model 3: 

 

 
From the above model 3 output, the residual is 8.59 

 

X. RESULTS 

Age in years contributes variation in the glycosylated hemoglobin we may choose Model 3 (With only 

age in years as random effects) on the basis of its REML value 6706.153. 

Comparison of the yr_a1c and age in years variance components in model 1 indicates that the standard 

deviation component for age in years (10.604) yr_a1c (2.361) and residual (8.535). With the random terms 

(yr_a1c and age in years) included in the model, the variance from 112.4448 to 5.5743 

With only yr_a1c as random effect in Model 2, the standard deviation component for yr_a1c is 2.464  and 

residual is 8.626 . 

The mixed model with yr_a1c component alone included utilizes almost equivalent information as the mixed 

model with both yr_a1c and age in year’s component included. 

Yet, our fundamental target was to look at the fuse of arbitrary impacts to study variations among 

yr_a1c and age in years and their impact on person’s weight. Subsequently to accomplish this objective we may 

pick Model 1 since it contains both random effects yr_a1c and age in years. The residuals among the three 

models, Model 1 has less residual with 8.535. Hence Model 1 is suggestable. 
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