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-------------------------------------------------- ABSTRACT ----------------------------------------------------- 
Electricity is a key energy source in each country and an important condition for economic development 

especially in industrial area. The current energy situation in the region is characterized by a rapid increase in 

energy demand due to urbanization, rapid population growth and economic growth all add to rising energy 

demand . So it is very important to know the present spatial distribution of network. Understanding the 

relationship between the spatial distribution of electricity network and different land use types accounting for 

the spatial non stationarity can help electricity planers to better evaluate the assessment of network distribution. 

A relatively new technique, geographically weighted regression (GWR) has the ability to account for spatial non 

stationarity with space. While its application is growing in other scientific disciplines, the application of this 

new technique in electricity distribution has not been used elsewhere. The geographic information system (GIS) 
, along with the two different  empirical techniques( GWR and Ordinary least square regression) was used to  

analyze the relationship between low tension (LT) distribution and various land use classes derived from recent 

high resolution satellite image quick bird for Manali (Industrial region) in Chennai. Low tension was spatially 

interpolated in ArcGIS using interpolation techniques with zonal statistics. The explanatory variables used are 

the Land use parameters like built-up area, scrub, agricultural land, industry etc and the socio economic factor 

population growth. The OLS model performed moderately well (AIC=31.665, R2=31.9% and Adjusted 

R2=31.8%), the Moran’s I =0.66 for the residuals from the OLS model. The best results were obtained with the 

GWR model (AIC=19.08, R2=51.65% and Adjusted R2=50.42%) The results suggest that GWR provides an 

effective estimation for modeling the LT consumer’s distribution network pattern. 
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I. INTRODUCTION 
                Energy has come to be known as a `strategic commodity’ and any uncertainty about its supply can 
threaten the functioning of the economy, particularly in developing country like India. As demands for the 

electricity energy have increases in urban area due to tremdeous population growth as a result in change in land 

use patterns and industry establishment. Energy is critical, directly or indirectly, in the complete process of 

evolution, growth and survival of all living beings and it plays an important role in the socio-economic 

development and human welfare of a country . Hence, to offer  high-quality service to the end user  considering 

the urbanization growth an adequate planning for energy or demand  estimation is  very much essential.  

In recent years Geographic information system has been an important development in the field of  

electricity network [1][2]  and it is used for the spatial data management and manipulation. With the advent of 

remote sensing and GIS technologies, the mapping of electricity distribution network  with  considering socio 

economic and land use variable have been widely used[3]. There are many studies  on electricity related to trend 

analysis[4] and many these studies applied regression  method as non spatial[5] . 

Recent new technology known as Geographically weighted regression is applied to study the  spatial 
relationship between more than two variable. One of the nonparametric modeling method is the geographically 

weighted regression (GWR) technique[6]. GWR is among the new developments of local spatial analytical 
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techniques. It is a local spatial statistical technique that relies on a form of kernel regression within a multiple 

linear regression framework to develop local relationships between the dependent and independent 

variables[7][8][9]. GWR was used to examine the spatially varying relationships between several urbanization 

indicators based on LULC changes. Geographically weighted regression is an exploratory technique mainly 

intended to indicate where non-stationarity is taking place on the map, that is where locally weighted regression 

coefficients move away from their global values. In another research[10] the relationship between precipitation 

verse irrigated  and rain fed crop was carried out. Another research [11] is about analysis the relationship 
between agricultural landscape pattern  and urban.  

Numerous studies have described the application of the Geographical weighted regression method for 

land use change. In addition, the geographical weighted regression method  has been applied to urban heat 

estimation [12], urban growth [13],  crime mapping [14], Fisheries [15], population [16], Electricity 

consumption[17] and Groundwater subsidence  [18]. Further  GWR was used  to investigated relationship 

between electricity consumption and household income. The results reveal that electricity consumption is useful 

for characterizing household income, a frequently used proxy for purchasing power. Stochastic model to 

estimate the efficiency analysis of electricity distribution[19] network using sample of about 500 electricity 

distribution utilities from seven European countries. Although Geographical regression method has been applied 

to crime mapping, fisheries, land use mapping, heat island, this approach have not yet been used in analysis 

relationship between distribution of low tension and land use type. 
At present, energy modeling is a subject of widespread interest among engineers and scientists 

concerned with the problems of energy production and consumption. Modeling in some areas of application is 

now capable of making useful contributions to planning and policy formulation. GWR and OLS have  the  

ability to predict the locations where the network expansion will occur is useful not only for proper utilization of 

the power , but also for policy makers who need to plan and manage the outcomes of spatial processes at 

regional or local levels. Spatially estimating the future demand is very important for the economical future 

expansion and safe operation of a distribution network 

This study compares the accuracy in predicting energy consumption in the study area using OLS and 

GWR and also examines the relationship between energy consumption and diverse independent variables. The 

energy consumption estimation is calculated based on Land use parameters and also based on population. 

Results are compared and this study provides important reference materials for the utility companies in 

assessing energy consumption. 
  This will be helpful for a  successful electricity planner. 

 

II. AREA AND METHODS FOR RESEARCH 
a. Objective 

The main objective of this study includes 

•  Applying OLS and GWR to estimate the distribution pattern of LT Network for planning future expansion 

based on the independent variables.  

 

•  Evaluating the performance of OLS and GWR models. 

 

•  Validation of the results. 
 

b. Area of research 
The study  area selected is situated in the city Chennai in the state of Tamil Nadu.The Chennai 

Metropolitan Area (CMA) comprises the city of Chennai, 16 Municipalities, 20 Town Panchayats and 214 

Village Panchayats in 10 Panchayat Unions. Manali is an Industrial town and Municipality in Thiruvallur 

district in the  state of Tamil Nadu. It is located in north of Chennai City . Manali is further divided into six 

wards and Manali had a population of 58,174 as per the census data. Manali is located in the  Northern Suburb 

of Chennai city. Since this area consist both industrial as well as domestic loads this has been taken for case 

study and it’s the one of the fast developing areas in Chennai whereas the load growth is in the rate of around 
8% per year. Manali area is fed by the Manali 230/110KV Substation which in turn connected with the thermal 

generators located in north chennai. The study area Manali is shown in Figure[1]. 
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Fig.:1 Study area 

 

III. OVERVIEW OF MODELS  
A.   Ordinary least squares (OLS) method 

Various interpolation techniques are available to predict and interpolate information or variables within 

predetermined boundaries. The ordinary linear regression model the estimation of the coefficients by using 

Ordinary Least Squares.  The residuals are assumed to be independently and identically distributed around a 

mean of zero. The errors are also assumed to be homoscedastic, i.e with constant variance. A regression model 

is expressed as inn equation(1).   
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the variance-covariance matrix. Weights can also be included in the OLS estimator and they are placed in the 

leading diagonal of a square matrix W , the estimator with weights are shown in equation(3).  
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The ability of the model to replicate the observed y values is measured by the goodness of fit.  This is expressed 

by the r2 value which runs from 0 to 1 and measures the proportion of variation in the observed y.  

 

B. Spatial Autocorrelation 
Autocorrelation means that a variable is correlated with itself . The simplest definition of 

autocorrelation states that pairs of subjects that are close to each other are more likely to have more similar 

values , and pairs of subjects far apart from each other are more likely to have less similar values . Gradients or 

clusters are examples of spatial structures that are positively correlated, whereas negative 

correlation may be exhibited in a checkerboard pattern where subjects appear to repulse each other. When data 

are spatially auto correlated, it is possible to predict the value at one location based on the value sampled from a 
nearby location when data using interpolation methods. The absence of autocorrelation implies data are 

independent. Moran's I is a measure of spatial autocorrelation. 

 

C. Geographically Weighted Regression (GWR) 

GWR is the analysis of spatially varying relationship .GWR is to explore how the relationship between 

a dependent variable (Y) and one or more independent variables (the Xs) might vary geographically. 

Geographically Weighted Regression (GWR) is a recent contribution to modeling spatially heterogeneous 

processes. Using GWR the parameters may be estimated anywhere in the study area by the given  dependent 

variable and a set of one or more independent variables which have been measured at places whose location 

coordinates are known. GWR model considers the differences of spatial location and the spatial correlation, 

which allows local rather than global parameter estimation, the estimated parameters are different with the 

spatial location varies. It can be regarded as a local model . 
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The  GWR model equation  would be: 

 

mimiiiiiii
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A prediction/estimation  may be made for the dependent variable if measurements for the independent 

variables are also available at the same location u. In general the GWR works by moving a search window from 

one point in a data set to the other, working through them all in a ordered list or sequence. The distance from 

one point to another can be defined  by actual geographic distance or by its sequence of position i.e first nearest 
point or second and so on. The goodness of fit measured  in GWR is the corrected Akaike Information Criterion. 
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In  AIC method, the user can choose a fixed bandwidth or a variable bandwidth that expands in areas of 

sparse observations and shrinks in areas of dense observations (Charlton et al., no date). Because the regression 

equation is calibrated independently for each observation, a separate parameter estimate, t-value, and goodness-

of-fit is calculated for each observation. These values can thus be mapped, allowing the analyst to visually 

interpret the spatial distribution of the nature and strength of the relationships among explanatory and dependent 

variables. 

 

IV. MODEL PARAMETER 
A. Dependent variable 

The  feeder emanating from the substation  has been mapped in GIS along with all roads and buildings. 

A very high resolution map taken from  satellite is used us to map network elements in GIS and the spatial co-

ordinates of poles ,transformers, individual service lines from the pole etc has been acquired. Further, the 

attribute data like make of distribution transformer, capacity of each DT, source feeder details, year of 

commissioning etc are also recorded along with each object which is given in Figure[3&4].  
 

B. Independent variable 

Further, land-uses of Manali area has been classified into nine  categories. Viz.  built up, canal, crop, 

Cooling pond, Industry, Plantation, Scrub, River and Tank. In this study supervised classification techniques 

were adopted. A supervised classification method was carried out using training sets and test data for accuracy 

assessment. Classified land use / land cover maps for the year 2006 and 2012 . After classified thematic maps 

were developed, accuracy was tested by different methods of accuracy assessment, and the post-classification 

process was the last process in classification. This was considered as input for the model. 
 

C. Demographic profile 

Population growth in the study area 

Tamilnadu has emerged as the third largest economy in India.  
 
 

 
 

Fig.: 2 Chennai Population till 2014. 

 

In the recent past, liberalization, rapidly growing IT sector, an educated, hardworking and disciplined 

work force etc, accelerating economic development also contributed to the growth of urban areas in Tamilnadu. 

The extent of the State is130,058 sq.km. of which the urban area accounts for 12,525 sq.km. Tamilnadu is the 

most urbanized state in India. Chennai was established in 1639 and it has grown to the fourth largest Metro City 

in India.Fig.2 shows the population growth is Chennai. According to India Census , the study area Manali had a 

population of 58,174. Manali has an average literacy rate of 72 %, higher than the national average of 59.5 % 

.The population growth will also play an important role in energy consumption. Hence this also been considered 

in the analysis. 
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Fig.:3&4 Mapping of Distribution Network 

 

V. RESULT AND DISCUSSION 
The relationship between the electricity consumption pattern with the independent factors viz. Land use 

parameters and  population growth the socio- economic factor are estimated using OLS regression model, auto 

correlation and GWR model. The land use map and the corresponding estimation results observed using OLS 

Regression model is shown in Fig(5) and (6). It is observed from the result that the spatial estimate  result of LT 

Consumers using OLS model falls maximum under the built-up area and it is very minimum in scrub land.  

                              
Table 1. 
             R² Values from OLS MODEL 

 

 

 

 

 

 

 

 

 

 
 

 

 

   
 Fig.: 5. Land use and Land cover                       

Object 

Id 
Diag_Name Diag_Value 

1 AIC 31665.68 

2 R² 0.319 

3 AdjR² 0.318 

4 F-Stat 674.759 

5 Wald 305.241 

6 K(BP) 1587.229 

7 JB 259669.648 

8 Sigma² 14.076 
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    Fig.:6.OLS Model Regression 

 

Under the built-up area and it is very minimum in scrub land. The R² values obtained from OLS is 

displayed in Table [1]. The t-statistics values observed from the coefficient table are shown in Table[2].  
  

Table-2. 
Coefficient Table 

Id Coef StdError t_Stat Prob 

1 0.021042 0.068954 0.305164 0.760262 

2 0.102445 0.002004 51.11694 0 

3 0.003086 0.001363 2.264861 0.023542 

4 0.014374 0.011825 1.215536 0.224214 

5 -0.00157 0.038385 -0.04089 0.967373 

The t-statistics test the hypothesis that the value of an individual coefficient estimate is not significantly 

different from zero. Here for the variable Built-up area, t-statistics values are more statistically significant. 

 

 
Fig.:7 t-statistics Graph 

 

The report from the OLS advised that we should carry out a test to determine whether there is spatial 

autocorrelation in the residuals. If the residuals are sufficiently auto correlated, then the results of the OLS 

regression analysis are unreliable. An appropriate test statistic is Moran’s I, this is a measure of the level of 

spatial autocorrelation in the residuals. Auto correlation measures spatial autocorrelation based on both feature 

locations and feature values simultaneously. It should be between -1.0 to 1.0 . The results of auto correlation 
estimates are shown in Table.[3]  
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Table : 3    Auto correlation result 

Moran’s Index : 0.66 

Z score : 53.61 standard Deviation 

Significance Level Critical Value 

0.01 -2.58 

0.05 -1.96 

0.10 -1.65 

Random -1.65 to 1.65 

0.10 1.65 

0.05 1.96 

0.01 2.58 

 

With the given a set of features and an associated attribute, it evaluates whether the pattern expressed is 

clustered, dispersed, or random. The calculated the Moran's I Index value and both a  z-score and p-value to 

evaluate the significance of that Index. P-values are numerical approximations of the area under the curve for a 

known distribution, limited by the test statistic. To estimate the location of LT consumers after auto correlation  

the GWR model was used to identify the hotspots  and the local results R²  is  shown in Fig.[8]. 
The hotspots in red colored squares Fig.[9] indicate the hotspot areas where the electricity consumers 

are more and their total consumption is also high compared with the other regions. Even the area around this 

hotspot is also built up  area the reason for this estimation is, this area contains multi-storey buildings with more 

than one connection for an individual building. The Resultant table obtained from GWR is given as Fig.[4].                

         

Table 4  : GWR Resultant Table. 

Name Value Description 

Bandwidth 895.430243 

Dependent variable- 

LT Consumer 
 

Residual squares 

 

55865.531082 

Effective Number 
 

80.742341 

Sigma 4.129999 

AIC 19084.301630 

R² 0.516006 

R² Adjusted 0.504222 

         

The GWR table is for measuring the goodness of fit. It contains Residual squares , r2 , adjusted r2  and 

the sigma values. The r2 measures the proportion of the variation in the dependent variable which is accounted 

for by the variation in the model, and the possible values range from 0 to 1. Values closer to 1 indicate that the 

model has a better predictive performance. However, its values can be influenced by the number of the variables 

which are in the model – increasing the number of variables will never decrease the r
2
. The adjusted r

2
 is a 

preferable measure since it contains some adjustment for the number of variables in the model. Goodness of fit 

measurements : the r2 is 0.516 and the adjusted r2 is 0.504. The comparative table is given as Table[5].  

 

TABLE 5:  VALIDATION OF MODELS 

NAME VALUES FROM 

 GWR 

VALUES  FROM 

 OLS 

AIC 19084.301630 31665.680 

R² 0.516006 0.319 

R² 

ADJUSTED 

0.504222 0.318 

SIGMA 4.12999 _ 

SIGMA ⁴ 14.076 _ 

 

http://resources.arcgis.com/en/help/main/10.1/005p/005p00000006000000.htm
http://resources.arcgis.com/en/help/main/10.1/005p/005p00000006000000.htm
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Fig. 8: GWR Local R² 

 

                  
   Fig. [9] Geographically weighted Regression predicted results 

 

 

It is inferred from the above the results that the  R² values close to the value 1 indicates better 

estimation results and the lowest Akaike Information Criterion (AIC) value which is the relative measure  of 
goodness-of-fit indicates better results. From the result the OLS model performed moderately well 

(AIC=31.665, R2=31.9% and  

Adjusted R2=31.8%), the  Moran’s I =0.66 for the residuals from the OLS model. The best results were 

obtained with the GWR model (AIC=19.08, R2=51.65% and Adjusted R2=50.42%) Wherein in GWR model 

gives better results of estimation than OLS model. The estimated values are compared with the actual physical 

distribution of network.  
 

VI. CONCLUSION  
This study explored the use of ordinary least squares (OLS) regression, spatial autocorrelation and 

geographically weighted regression (GWR) for modeling and analyzing the spatial varying relationships between 

LT Consumers and land use pattern in the study area. Results lead to the conclusion that GWR was more 

powerful and effective in interpreting relationships between LT consumer and land use pattern, particularly in 

relation to urbanization. Characters and strength of the relationships identified by GWR showed great spatial 

estimates. Given that impacts of different urbanization indictors of landscape patterns operated at different spatial 
scales, the OLS and GWR estimated the dependent variables distribution pattern from other independent variables 

or drivers.  This study can be preceded further by using both the regression models for two different type of study 

areas and results can be analyzed based on its urbanization growth rate. 
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