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---------------------------------------------------ABSTRACT ------------------------------------------------------- 
This paper presents a Improved Particle Swarm Optimization (IPSO) and K-means algorithm for solving 

clustering problems that perform fast document clustering and avoid trapping in a local optimal solution. 

Recent studies have shown that partitional clustering algorithms are more suitable for clustering large datasets. 

The K-means algorithm is the most commonly used partitional clustering algorithm because it can be easily 
implemented and is the most efficient one in terms of the execution time. The major problem with this algorithm 

is that it is sensitive to the selection of the initial partition and may converge to local optima. So Improved 

Particle Swarm Optimization (IPSO) +K-means document clustering algorithm is performed to get fast 

document clustering and avoid being trapping in a local optimal solution. The proposed solution generates 

more accurate, robust and better clustering results when compared with K-means and PSO. IPSO algorithm is 

applied for four different text document datasets. The number of documents in the datasets range from 204 to 

over 800, and the number of terms range from over 5000 to over 7000 are taken for analysis. 

Index Terms- Clustering, Improved Particle Swarm Optimization, Data mining, K_Means, Cluster Centroid. 
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I. INTRODUCTION 
Document clustering is a fundamental operation used in unsupervised document organization, 

automatic topic extraction, and information retrieval. Clustering involves dividing a set of objects into a 

specified number of clusters [21]. The motivation behind clustering a set of data is to find inherent structure in 

the data and expose this structure as a set of groups. The data objects within each group should exhibit a large 

degree of similarity while the similarity among different clusters should be minimized [3, 9, 18]. In recent years, 
it has been recognized that the partitioned clustering technique is well suited for clustering a large document 

dataset due to their relatively low computational requirements [18]. The time complexity of the partitioning 

technique is almost linear, which makes it widely used. The best-known partitioning clustering algorithm is the 

K-means algorithm and its variants [10].  

 

II. K-MEANS ALGORITHM 
This algorithm is simple, straightforward and is based on the firm foundation of analysis of variances. 

The K-means algorithm clusters a group of data vectors into a predefined number of clusters. It starts with a 

random initial cluster center and keeps reassigning the data objects in the dataset to cluster centers based on the 
similarity between the data object and the cluster center. The reassignment procedure will not stop until a 

convergence criterion is met (e.g., the fixed iteration number or the cluster result does not change after a certain 

number of iterations).The main drawback of the K-means algorithm is that the cluster result is sensitive to the 

selection of the initial cluster centroids and may converge to the local optima [16]. Therefore, the initial 

selection of the cluster centroids decides the main processing of K-means and the partition result of the dataset 

as well. The main processing of K-means is to search the local optimal solution in the vicinity of the initial 

solution and to refine the partition result. The same initial cluster centroids in a dataset will always generate the 

same cluster results. However, if good initial clustering centroids can be obtained using any of the other 

techniques, the K-means would work well in refining the clustering centroids to find the optimal clustering 

centers [2]. It is necessary to employee some other global optimal searching algorithm for generating this initial 

cluster centroids. 
 

III. PSO ALGORITHM 
PSO was originally developed by Eberhart and Kennedy in 1995 [11], and was inspired by the social 

behavior of a bird flock. In the PSO algorithm, the birds in a flock are symbolically represented as particles. 

These particles can be considered as simple agents “flying” through a problem space. A particle’s location in the 

multi-dimensional problem space represents one solution for the problem. When a particle moves to a new 
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 location, a different problem solution is generated. This solution is evaluated by a fitness function that 

provides a quantitative value of the solution’s utility. The velocity and direction of each particle moving along 

each dimension of the problem space will be altered with each generation of movement. In combination, the 

particle’s personal experience, Pid and its neighbors’ experience, Pgd influence the movement of each particle 

through a problem space. The random values, rand1 and rand 2, are used for the sake of completeness, that is, to 

make sure that particles explore wide search space before converging around the optimal solution. The values of 

c1 and c2 control the weight balance of Pid and Pgd in deciding the particle’s next movement velocity. For every 
generation, the particle’s new location is computed by adding the particle’s current velocity, V-vector, to its 

location, X-vector. Mathematically, given a multi-dimensional problem space, the ith particle changes its 

velocity and location according to the following equations [11]: 

       (1) 

       (2) 

 where w denotes the inertia weight factor; pid is the location of the particle that experiences the best 

fitness value; pgd is the location of the particles that experience a global best fitness value; c1 and c2 are constants 

and are known as acceleration coefficients; d denotes the dimension of the problem space; rand1, rand2 are 

random values in the range of (0, 1).The inertia weight factor w provides the necessary diversity to the swarm by 

changing the momentum of particles to avoid the stagnation of particles at the local optima. The empirical 

research conducted by Eberhart and Shi [7] shows improvement of search efficiency through gradually 

decreasing the value of inertia weight factor from a high value during the search.Equation (1) requires each 

particle to record its current coordinate Xid, its velocity Vid that indicates the speed of its movement along the 

dimensions in a problem space, and the coordinates Pid and Pgd where the best fitness values were computed. 
The best fitness values are updated at each generation, based on equation 3, 

 

       (3) 

where the symbol f denotes the fitness function; Pi (t) stands for the best fitness values and the coordination 

where the value was calculated; and t denotes the generation step.It is possible to view the clustering problem as 

an optimization problem that locates the optimal centroids of the clusters rather than finding an optimal 

partition. This view offers us a chance to apply PSO optimal algorithm on the clustering solution. In [6], we 
proposed a PSO document clustering algorithm. Contrary to the localized searching in the K-means algorithm, 

the PSO clustering algorithm performs a globalized search in the entire solution space [4, 17]. Utilizing the PSO 

algorithm’s optimal ability, if given enough time, the PSO clustering algorithm we proposed could generate 

more compact clustering results from the document datasets than the traditional K-means clustering algorithm. 

However, in order to cluster the large document datasets, PSO requires much more iteration (generally more 

than 500 iterations) to converge to the optima than the K-mean algorithm does. Although the PSO algorithm is 

inherently parallel and can be implemented using parallel hardware, such as a computer cluster, the computation 

requirement for clustering extremely huge document datasets is still high. In terms of execution time, the K-

means algorithm is the most efficient for the large dataset [1]. The K-means algorithm tends to converge faster 

than the PSO, but it usually only finds the local maximum. Therefore, we face a dilemma regarding choosing the 

algorithm for clustering a large document dataset. Base on this reason, we proposed a hybrid PSO+K-means 
document clustering algorithm. The primary shortcoming of classical PSO algorithm is a very large computation 

time due to the large number of iterations required to obtain a global optimum. Hence there is a need to 

accelerate the convergence of PSO technique, thereby reducing the computation time. 

 

IV. IPSO ALGORITHM 
 In classical PSO technique the value of inertia weight factor w is computed completely based on 

iteration count (t and tmax) and it is independent of the problem being solved which leads to slow and premature 

convergence. Hence there is a need for an adaptive inertia weight. The convergence depends on the relative 

fitness function value f / fmax where fmax is the maximum fitness value in the present swarm. The relative fitness 
function value f / fmax is an essential factor which has a major influence in the convergence process. If the 

relative fitness value f / fmax is low then the corresponding inertia weight should small be and vice versa. The 

other factor that influences the convergence is the search range (xj
max - xj

min) which is a constant throughout the 

whole search process rather a self adaptive search range would be more appropriate. Thus these two factors need 

a certain control to obtain a better convergence. Moreover the relationship between them seems arbitrary, 
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complex and ambiguous to determine, hence fuzzy logic strategy would be more appropriate than a crisp 

relation. The fuzzy logic is implemented in PSO algorithm for obtaining a much better (faster) convergence. 

Thus an adaptive inertia weight is obtained from fuzzy logic strategy thereby leading to an improved PSO 

technique termed as Improved Particle Swarm Optimization (IPSO)The various sequential steps involved in the 

IPSO based algorithm are same as that of section III except the calculation of inertia weight factor in the 

velocity updating process as follows,  

(i) The fuzzy logic inputs and output are decided and their feasible ranges are declared. The two fuzzy inputs are 
as follows: 

Input 1 =  f / fmax       (4) 

 

Input 2= Max{(Pgd 
max t - Pgd 

t i  iter);( Pgd 
t i  iter - Pgd 

min t }     (5) 

 

The Input 1 is the first essential factor and Input 2 is an active search range determined as the maximum search 

distance or range pertaining to each element Pgd
i of particle Ii in the present iteration from any of its 

corresponding limits (maximum or minimum). The output of the fuzzy logic strategy is the inertia weight w.  

(ii) Fuzzification of inputs and output using triangular membership function. Five fuzzy linguistic sets have been 

used for each of the inputs and output as shown in Fig 1 

 

 

 

Figure 1.  Fuzzy Membership Function 

 
(iii) The fuzzy rule base in Table 1 is formulated for all combinations of fuzzy inputs based on their ranges. 

 

(iv) Defuzzification of output using Centroid method.   

                   (6)     

here xi is the mid-point of each fuzzy output set and iy  is its corresponding membership function value. The 

Centroid C is scaled (multiplied by range of inertia weight max minw w ) to obtain inertia weight value of each 

element in the particle. 

  

V. HYBRID IPSO+K-MEANS ALGORITHM 
In the hybrid IPSO+K-means algorithm, the multi-dimensional document vector space is modeled as a 

problem space. Each term in the document dataset represents one dimension of the problem space. Each 
document vector can be represented as a dot in the problem space. The whole document dataset can be 

represented as a multiple dimension space with a large number of dots in the space. The hybrid IPSO+K-means 

algorithm includes two modules, the IPSO module and K-means module. At the initial stage, the IPSO module 

is executed for a short period to search for the clusters’ centroid locations. The locations are transferred to the 

K-means module for refining and generating the final optimal clustering solution. 

 

The IPSO module: A single particle in the swarm represents one possible solution for clustering the document 

collection. Therefore, a swarm represents a number of candidate clustering solutions for the document 

collection. Each particle maintains a matrix 

 

Xi = (C1, C2, …, Ci, .., Ck), where Ci represents the ith cluster centroid vector and k is the cluster number. At each 

iteration, the particle adjusts the centroid vector’ position in the vector space according to its own experience 
and those of its neighbors. The average distance between a cluster centroid and a document is used as the fitness 

value to evaluate the solution represented by each particle. The fitness value is measured by the equation below: 
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(7) 

where mij denotes the jth document vector, which belongs to cluster i; Oi is the centroid vector of ith cluster; d(oi, 

m ij) is the distance between document mij and the cluster centroid Oi.; Pi stands for the document number, which 

belongs to cluster Ci; Nc stands for the cluster number. 

 

The IPSO module can be summarized as: 

 

At the initial stage, each particle randomly chooses k numbers of document vectors from the document 

collection as the cluster centroid vectors.  For each particle:  
 

a) Assigning each document vector in the document set to the closest centroid vector.  

b) Calculating the fitness value based on equation 7.  

c) Using the velocity and particle position to update to generate the next solutions.  

Repeating step (b) until one of following termination conditions is satisfied. 

  

Table 1  Fuzzy Rule Base 

 

 

 

 

 

 

 

 

 

 

 

 

The K-means module: The K -means module will inherit the PSO module’s result as the initial clustering 

centroids and will continue processing the optimal centroids to generate the final result. The K-means module 

can be summarized as: 

 
(1) Inheriting cluster centroid vectors from the PSO module.  

 

(2) Assigning each document vector to the closest cluster centroids.  

Recalculating the cluster centric vector cj using equation 8. 

 

          
                                                                                  (8) 

where dj denotes the document vectors that belong to cluster Sj; cj stands for the centroid vectors; nj is the 

number of document vectors belong to cluster Sj. 

 

Repeating step 2 and 3 until the convergence is achieved.  

 

In the IPSO+K-means algorithm, the ability of globalized searching of the IPSO algorithm and the fast 

convergence of the K-means algorithm are combined. The IPSO algorithm is used at the initial stage to help 
discovering the vicinity of the optimal solution by a global search. The result from IPSO is used as the initial 

seed of the K-means algorithm, which is applied for refining and generating the final result. 

 

Input 1 XSmall Small Medium Large XLarge 

Input 2 

XSmall XSmall XSmall Small Small Small 

Small XSmall Small Small Medium Medium 

Medium XSmall Small Medium Large Large 

Large Small Medium Large XLarge XLarge 

XLarge Small Medium Large XLarge XLarge 
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Datasets: We used four different document collections to compare the performance of the K- means, PSO, 

IPSO and hybrid IFPSO+K-means algorithms with different combination models. These document datasets are 

derived from the TREC-5, TREC-6, and TREC-7 collections [19]. A description of the test datasets is given in 

Table 1. In those document datasets, the very common words (e.g. function words: “a”, “the”, “in”, “to”; 

pronouns: “I”, “he”, “she”, “it”) are stripped out completely and different forms of a word are reduced to one 

canonical form by using Porter’s algorithm [13]. In order to reduce the impact of the length variations of 

different documents, each document vector is normalized so that it is of unit length. The document number in 
each dataset ranges from 204 to 878. The term numbers of each dataset are all over 5000. 

 

Table 1: Summary of text document datasets 

 

Data 

Number of Number of Number of  

documents terms Classes 

 

  

Dataset1 414 6429 9  

Dataset2 313 5804 8  

Dataset3 204 5832 6  

Dataset4 878 7454 10  

 

VI. PROPOSED  RESULTS 
It is noticed that K -means clustering algorithms can converge to a stable solution within 20 iterations 

when applied to most document datasets. The PSO usually needs to repeat for more than 100 iterations to 

generate a stable solution. For an easy comparison, the K-means and PSO approaches run 50 iterations. In the 

IPSO+K-means approach, the K-means algorithm is first executed for 25 iterations. The result of the K-means 

algorithm is then used as the initial cluster centroid in the PSO algorithm, and the PSO algorithm executes for 

another 25 iterations to generate the final result. The IPSO+k-means that it first executes the PSO algorithm for 

25 iterations and uses the PSO result as the initial seed for the K-means algorithm.SO result as the initial seed 
for the K-means algorithm and the K-means algorithm executes for another 25 iterations to generate the final 

result.In these three different algorithms, the total executing iteration number for K-means, PSO, and IPSO+K-

means is 50. No parameter needs to be set up for the K-means algorithm. In the PSO clustering algorithm, 

because of the extremely high dimensional solution space of the text document datasets, we choose 50 particles 

for all the PSO algorithms instead of choosing 20 to 30 particles recommended in [4, 17]. In the PSO 

algorithm, the inertia weight w is initially set as 0.72 and the acceleration coefficient constants c1 and c2 are 

set as 1.49. These values are chosen based on the results of [17]. In the PSO algorithm, the inertia weight will 

reduce 1% in value at each iteration to ensure good convergence. However, the inertia weight in all hybrid 

algorithms is kept constant to ensure a globalized search.The fitness equation 7 is used not only in the PSO 

algorithm for the fitness value calculation, but also in the evaluation of the cluster quality. It indicates the value 

of the average distance between documents and the cluster centroid to which they belong (ADVDC). The 

smaller the ADVDC value, the more compact the clustering solution is. Table 2 demonstrates the experimental 
results by using the K-means, PSO and IPSO+K-means respectively. Ten simulations are performed 

separately. The average ADVDC values and standard division are recorded in Table 2. To illustrate the 

convergence behavior of different clustering algorithms, the clustering ADVDC values at each iteration are 

recorded when these five algorithms are applied on datasets separately. 

 

 As shown in Table 2, the PSO clustering approach generates the clustering result that has the lowest 

ADVDC value for all four datasets using the Euclidian similarity metric and the Cosine correlation similarity 

metric. The results from the PSO approach have improvements compared to the results of the K-means approach 

when using the Euclidian similarity metric. However, when the similarity metric is changed with the cosine 

correlation metric, the K-means algorithm has a better performance than the PSO algorithm. The IPSO+K-

means approaches do not have significant improvements compared to the result of the K-means approach. 
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Table 2: Performance comparison of K-means, PSO, IPSO+ K-means 

 

 ADVDC value 

K-Means 

PSO PSO+K-

Means 

Data 

set1 

Euclidian 8.238±0.090 6.759±0.956 4.556±1.405 

Cosine 8.999±0.150 0.624±0.406 7.690±0.474 

Data 

set2 

Euclidian 7.245±0.166 6.362±1.032 4.824±1.944 

Cosine 8.074±0.200 9.698±0.435 7.676±0.172 

Data 

set3 

Euclidian 4.788±0.089 4.174±0.207 2.550±0.746 

Cosine 5.093±0.120 5.750±0.395 4.355±0.252 

Data 

set4  

Euclidian 9.09±0.097 9.311±1.010 6.004±2.666 

Cosine 10.22±0.402 12.874±0.593 9.547±0.237 

 

 Figure 2 illustrates the convergence behaviors of these algorithms on the document dataset 1 using the 

Euclidian distance as a similarity metric. In Figure 2, the K-means algorithm converges quickly but prematurely 

with high quantization error. As shown in figure 1, the ADVDC value of the K-means algorithm is sharply 
reduced from 11.3 to 8.2 within 10 iterations and fixed at 8.2. In Figure 1, it is hard to separate the curve lines 

that represent the K-means+PSO and K-means+PSO+K-means approaches from the K- mean approach. The 

three lines nearly overlap each other, which indicates these three algorithms have nearly the same convergence 

behavior.The PSO approach’s ADVDC value is quickly converged from 11.3 to 6.7 within 30 iterations. The 

reduction of the ADVDC value in PSO is not as sharp as in K-means and becomes smoothly after 30 iterations. 

The curvy line’s tendency indicates that if more iterations are executed, the distance average value may reduce 

further although the reduction speed will be very slow. The IPSO+K-means approach’s performance 

significantly improves. In the first 25 iterations, the IPSO+K-means algorithm has similar convergence behavior 

because within 1 to 25 iterations. After 25 iterations, the ADVDC value has a sharp reduction with the value 

reduced from 6.7 to 4.7 and maintains a stable value within 10 iterations. 

 

VII. DISCUSSION: 
Using hybrid algorithms for boosting the clustering performance is not a novel idea. However, most of 

hybrid algorithms use K-means algorithm for generating the initial clustering seeds for other optimal algorithms. 

To the best of the author’s knowledge, there no hybrid algorithm that uses PSO optimal algorithm generating 

initial seed for K-means clustering. In [20], Merwe and Engelbrecht argued that the performance of the PSO 

clustering algorithm could be improved by seeding the initial swarm with the result of the K-means algorithm. 

They conducted simulations on some low dimension datasets with 10 particles and 1000 iterations. However, 

from the experimental results in Table 2, the IPSO+K-means algorithm generates the highest clustering compact 

result in the experiments. The average distance value is the lowest. In the IPSO+K-means algorithm clustering 

experiment, although 25 iterations is not enough for the PSO to discover the optimal solution, it has a high 
possibility that one particle’s solution is located in the vicinity of the global solution. The result of the IPSO is 

used as the initial seed of the K-means algorithm and the K-means algorithm can quickly locate the optima with 

a low distance average value.  

 

 
   

Figure.2 Convergence Characteristics of IPSO+K-Means,  PSO and K- Means Algorithms. 
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VIII. CONCLUSION 
In this study, we presented a document clustering algorithm, the IPSO+K-means algorithm, which can 

be regarded as a hybrid of the IPSO and K-means algorithms. In the general PSO algorithm, PSO can conduct a 

globalized searching for the optimal clustering, but requires more iteration numbers and computation than the 
K-means algorithm does. The K-means algorithm tends to converge faster than the PSO algorithm, but usually 

can be trapped in a local optimal area. The IPSO+K-means algorithm combines the ability of the globalized 

searching of the PSO algorithm and the fast convergence of the K- means algorithm and can avoid the drawback 

of both algorithms. The algorithm includes two modules, the IPSO module and the K-means module. The IPSO 

module is executed for a short period at the initial stage to discover the vicinity of the optimal solution by a 

global search and at the same time to avoid consuming high computation. The result from the IPSO module is 

used as the initial seed of the K-means module. The K-means algorithm will be applied for refining and 

generating the final result. Our experimental results illustrate that using this hybrid IPSO+K-means algorithm 

can generate higher compact clustering than using either PSO or K-means alone.  
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