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------------------------------------------------------------ABSTRACT--------------------------------------------------------- 

A computer program in Java has been coded to evaluate the cube roots of numbers from 1 to 25 using Newton-

Raphson method in the interval [1, 3].  The relative rate of convergence has been found out in each calculation. 

The lowest rate of convergence has been observed in the evaluation of cube root of 16 and highest in the 

evaluation of cube root of 3.  The average  rate  of  convergence  of  Newton-Raphson method  has  been  found  

to  be  0.217920. 
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I. INTRODUCTION 
Numerical analysis is a very important branch of computer science that deals with the study of 

algorithms that use numerical approximation in mathematical analysis. It involves the study of methods of 

computing numerical data. It has its applications in all fields of engineering and the physical sciences including 

the life sciences. The stochastic differential equations and Markov chains have been used in simulating living 

cells for medicine and biology. Numerical analysis computes numerical data for solving numerically the 

problems of continuous mathematics.  So, it  implies  producing  a  sequence  of  approximate values;  thus  the  

questions  involve  the  rate  of  convergence,  the accuracy of the answer, and even time consumed to report the 

answer. Many problems in  mathematics  can  be  reduced in polynomial time to  linear  algebra,  this  too can be 

studied  numerically. Root-finding algorithms are also used to solve nonlinear equations. If the function is 

differentiable and the derivative is known and not equal to zero, then Newton-Raphson method is a popular 

choice. Linearization is another technique for solving nonlinear equations. The formal academic area of 

numerical analysis varies from quite foundational mathematical studies to the computer science issues involved 

in the creation and implementation of several algorithms. 

 

NEWTON-RAPHSON METHOD 
In numerical analysis, Newton-Raphson method is a very popular numerical method used for finding 

successively better approximations to the zeroes of a real-valued function : ( ) 0.x f x   Even though the method 

can also be extended to complex functions, we shall restrict ourselves to real-valued functions only. Newton-

Raphson method has been used by a large class of users as it works very well for a large variety of equations like 

polynomial, rational, transcendental, trigonometric, and so on.  It is also well suited on computers as it is 

iterative in nature. This feature of Newton-Raphson method has attracted many scientists and many scientific 

application programs use Newton-Raphson method as one of the root finding tools.The Newton-Raphson 

method in one variable is implemented as follows: Given a function ( )f x  defined over the real x, and its 

derivative '( )f x , we begin with a first guess x0 for a root of the function f.  Provided the function satisfies all the 

assumptions made in the derivation of the formula, a better approximation x1 is 

 0

1 0

0

( )
(1)

'( )

f x
x x

f x
   

 

Geometrically, (x1, 0) is the intersection with the x-axis of a line tangent to f at (x0, f (x0)). 

The process is repeated as 
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n

n n

n

f x
x x

f x

   

until a sufficiently desired accurate value is obtained. 

The idea of the method is as follows: one starts with an initial guess which is reasonably close to the true root, 

then the function is approximated by its tangent line (which can be computed using the tools of calculus), and 

one computes the x-intercept of this tangent line (which is easily done with elementary algebra). This x-intercept 

will typically be a better approximation to the function's root than the original guess, and the method can be 

iterated. Suppose : [ , ] Rf a b   is a differentiable function defined on the interval [a, b] with values in the real 

numbers R. The formula for converging on the root can be easily derived. Suppose we have some current 

approximation xn. Then we can derive the formula for a better approximation, xn+1 by referring to the fig. 1 given 

below. We know from the definition of the derivative at a given point that it is the slope of a tangent at that 

point. 

 
 

Fig. 1: Geometrical Interpretation of  Newton-Raphson method 

That is 

1

( ) 0
'( ) (3)

n

n

n n

f xy
f x

x x x



 
 

 

Here, f ' denotes the derivative of the function  f. Then by simple algebra we can derive 

1

( )
(4)

'( )

n

n n

n

f x
x x

f x

   

We start the iteration with some arbitrary initial value x0. The method will usually converge, provided 

this initial guess is close enough to the unknown root, and that '( ) 0.f x    We reproduce here the algorithm for 

Newton-Raphson method and it is from [2]. 

Algorithm 1. Newton-Raphson Method 

1 Read x0, epsilon, delta, n 

Remarks:  Here x0 is the initial guess, epsilon is the prescribed relative error, delta is the prescribed lower bound 

for 'f  and n is the maximum number of iterations to be allowed. Statements 3 to 8 are repeated until the 

procedure converges to a root or iterations equal n. 
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5 delta goto 11
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7 epsilon goto 13    
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for i n d
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endf r
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9   Write “ does not converse in n iterations”, 
'

0 0 0 1
, , ,f f x x    

10 Stop 

11 Write “ slope too small ”,
 

'

0 0 0, , ,x f f i      

12 Stop 

13 Write “ convergent solution”, 
1 1, ( ),x f x i    

14 stop 

II. ESTIMATING THE RATE OF CONVERGENCE 

Let us take a sequence 
1 2
, , ..., .

n
x x x  If the sequence converges to a value r and if there exist real 

numbers λ > 0 and α ≥ 1 such that 1
(5)lim

n

n

n

x r

x r









  

then we say that α is the rate of convergence of the sequence. Many root-finding algorithms are in fact fixed-

point iterations. These iterations have the name fixed-point because the desired root r is a fixed point of a 

function g(x), i.e.,
 

( ) .g r r  For fixed-point iterations, if a value close to r is substituted into g(x) then the 

result is even closer to r so we are tempted to write  
1

( ).
n n

x g x

  

It might be very convenient to define the error after n steps of an iterative root-finding algorithm as 

r .
n n

e x   As n → ∞ we see from equation (5) that  

1

1

(6)

(7)

n n

n n

e e

e e
















 

Dividing equation (6) by equation (7) we get the following formula given in equation (8). 

 

1

11

(8)
n n n

n nn

e e e

e ee













 
 

Now we solve for α and it gives  

1

1

log

(9)

log

n

n

n

n

e

e

e

e







  

Using the formula given in equation (9), we can determine the convergence rate α from two consecutive 

error ratios. But there is still a difficulty with this approach as to compute ne   we would need to know the root r 

which in fact we don’t know.  Anyway we can use the ideas above to develop a formula to estimate the rate of 
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convergence of any method that behaves like a fixed-point method. If the method converges, then the sequence 

nx  it generates must satisfy the relation  
1n nx r x r      , for n > N where N is some positive integer. As 

mentioned above, to compute 
n n

e x r   we need to know the value of the root r which we still do not know. 

We will overcome this by assuming that the ratio of consecutive errors can be approximated by the ratio of 

consecutive differences of the estimates of the root: 

1 1 1

1

(10)
n n n n

n n n n

e x r x x

e x r x x

  



 
 

 
 

This allows us to approximate α with  

1
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1 2
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n n

n n

n n

n n

x x

x x

x x

x x









 











 

Even though this only gives an estimate of α, in practice it agrees well with the theoretical convergence rates of 

Newton’s method and gives us a good measure of the efficiency of various forms of fixed point algorithms. 

Another formula that we can approximate the convergence rate α of Newton-Raphson method is  

1
scaling factor X (12)

No. of Iterations X ( )

where is the estimated root and in case ( ) 0, the formula fails.

f r

r f r

 



 

 
III. WHY DO WE USE NEWTON-RAPHSON METHOD 

The beauty of Newton-Raphson method lies in its efficiency and accuracy.  The number of correct 

digits in each intermediate solution roughly at least doubles in every iteration and thus, a very high accuracy is 

obtained very quickly and it can be judged from the fig. 2.  Thus, the use of Newton-Raphson method is highly 

demanding. In  a problem  where the Newton-Raphson  method converges  in  one  iteration,  it amounts  to  

using  and  evaluating  one single  formula: 0

0

0

( )

'( )
root

f x
x

f x
x     in  order to  obtain the  desired root. Rather 

than solving any equations the users are just evaluating functions.  In practice  a  single  evaluation  of  the  

formula  may fail  to  give  the root,  but  two  successive evaluations  may  give the solution. This again amounts 

to using the formula twice and is still reasonable and attractive.  Although the functions involved may not 

converge so easily or the values of their derivatives at some points are too small to be used in the formula, a 

sufficiently small neighborhood can be found out in which they are almost convergent and the values of their 

derivatives at that neighborhoods can fit in the formula.  By focusing our attention to such a neighborhood, 

Newton-Raphson method would yield the desired root in two iterations, if not in one. The starting point plays a 

very important role in the working of Newton-Raphson method. In general, a starting value far away from the 

actual solution may take more iteration to get the desired root. Sometime it may also happen that the iterations 

oscillate around the solution refusing to converge to it. There are many ways to avoid these conditions.  

Generally, choosing the initial guess sufficiently close to the solution is attractive. The closer to the zero of the 

function, the better it is. But, in the absence of any information about where the root might lie, a guess method 

might narrow the possibilities to a reasonably small interval by using the intermediate value theorem.  

 

Table 1: Rate of convergence of Newton-Raphson method in the calculation of roots of f(x)=x
3
-n=0. 

 

S.No Function 
No. of 

Iteration 
Value of the Root 

Rate of 

convergence 

Time taken 

in ms 

1 f(x)=x
3
-1=0 1 

1.000000000000000000000000000

00000000000000000000000000000

0000000000000 

5.000000 0 

2 f(x)=x
3
-2=0 7 

1.259921049894873164767210607

27822835057025146470150798008

1975112155300 

1.058113 14 

3 f(x)=x
3
-3=0 8 1.442249570307408382321638310 2.089114 16 
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78010958839186925349935057754

6416194541688 

4 f(x)=x
3
-4=0 5000 

1.587401051968199474751705639

27230826039149332789985300980

8285761825216 

0.003202 1310 

5 f(x)=x
3
-5=0 9 

1.709975946676696989353108872

54386010986805511054305492438

2861707444296 

0.210722 31 

6 f(x)=x
3
-6=0 9 

1.817120592832139658891211756

32726050242821046314121967148

1334297931310 

0.185394 16 

7 f(x)=x
3
-7=0 9 

1.912931182772389101199116839

54876028286243905034587576621

0647640447234 

0.167897 16 

8 f(x)=x
3
-8=0 9 

2.000000000000000000000000000

00000000000000000000000000000

0000000000000 

5.000000 15 

9 f(x)=x
3
-9=0 9 

2.080083823051904114530056824

35788538633780534037326210969

7591080200106 

0.100250 16 

10 f(x)=x
3
-10=0 9 

2.154434690031883721759293566

51935049525934494219210858248

9235506346411 

0.158022 15 

11 f(x)=x
3
-11=0 10 

2.223980090569315521165363376

72215719651869912809692305569

9345808660401 

0.117827 15 

12 f(x)=x
3
-12=0 5000 

2.289428485106663735616084423

87935401783181384157586214419

8104348131349 

0.000235 1389 

13 f(x)=x
3
-13=0 5000 

2.351334687720757489500016339

95691452691584198346217510504

0254311588343 

0.000235 1357 

14 f(x)=x
3
-14=0 10 

2.410142264175229986128369667

60327289535458128998086765416

4139710413292 

0.078721 15 

15 f(x)=x
3
-15=0 10 

2.466212074330470101491611323

15458904273548448662805376017

8787410293377 

0.061548 16 

16 f(x)=x
3
-16=0 5000 

2.519842099789746329534421214

55645670114050292940301596016

3950224310599 

0.000185 1357 

17 f(x)=x
3
-17=0 10 

2.571281590658235355453187208

73972611642790163245469625984

8022376219940 

0.193048 31 

18 f(x)=x
3
-18=0 10 

2.620741394208896607141661280

44199627023942764572363172510

2773805728700 

0.050412 31 

19 f(x)=x
3
-19=0 10 

2.668401648721944867339627371

97083033509587856918310186566

4213586945794 

0.154323 32 

20 f(x)=x
3
-20=0 10 

2.714417616594906571518089469

67948920480510776948909695728

4365442803308 

0.050715 16 

21 f(x)=x
3
-21=0 11 

2.758924176381120669465791108

35852158225271208603893603280

6592502162799 

0.032744 31 

22 f(x)=x
3
-22=0 11 

2.802039330655387120665677385

66589401758579821876926831697
0.041051 16 
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9783733783750 

23 f(x)=x
3
-23=0 11 

2.843866979851565477695439400

95865185276416517273704810465

3425230235441 

0.072259 32 

24 f(x)=x
3
-24=0 11 

2.884499140614816764643276621

56021917678373850699870115509

2832389083375 

0.030560 31 

25 f(x)=x
3
-25=0 11 

2.924017738212866065506787360

13792277853049863510103004142

2573510072560 

0.155596 31 

  Average  rate of convergence 0.217920  
 

IV. RESULT AND DISCUSSION 
We have calculated the cube roots of integers from 1 to 25 using Newton-Raphson method in the 

interval [1, 3] with an initial guess of 1 in each case. We have used equation (12) with a scaling factor of 
8

1 10 .x


  

“0.000000000000000000000000000000000000000000000000000000000000000000000001” is the tolerance 

limit used in our program. The rate of convergence, value of roots of the functions, and time takens in 

millisecond to obtain the roots are shown in Table-2.  In the calculation of cube root of 1 and 8, we have taken α 

as 5.0 as ( )f r  equals 0 in each case.  As this will affect the average rate of convergence, we have excluded 

them in the calculation of the average rate of convergence. 
 

As an example, we choose to calculate a root of the equation 
3

( ) 21 0.f x x    The graph showing 

the value of each intermediate value at each iteration is given in fig. 2. The graph showing the time taken in 

millisecond to calculate a zero of 
3

( ) 0 for 1 to 25f x x n n      is shown in fig. 3.The speed at which the 

program reports a root of the function is highly attractive. In most cases, the program has taken less than 33 

milliseconds to calculate a root of the function. It is highly surprising as we use 

“0.000000000000000000000000000000000000000000000000000000000000000000000001” as the tolerance 

limit in the program. We can improve the program a lot if we choose different initial guess for each function.  

The program executed very quickly in the calculation of cube root of 2 and it had taken 14 milliseconds to report 

a root. The most time consuming execution of the program was reported in the calculation of a cube root of 12 as 

it took 1389 milliseconds to report the root. The graph in fig. 4 shows the relative rate of convergence in the 

calculation of cube roots of integers from 1 to 25 of  Newton-Raphson method in the interval [1, 3]. 

 

 
 

Fig. 2: Value of function f(x)=x
3
-21 from iteration 1 to 11 
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Fig. 3: Time taken in millisecond to calculate a root of f(x)=x
3
-n=0 

 

V. CONCLUSION 
The highest rate of convergence of Newton-Raphson method has been observed in the calculation of 

cube root of 3 and is equal to 2.089114. The lowest rate of convergence of Newton-Raphson method has been 

observed in the calculation of cube root of 16 and is equal to 0.000185. Average rate of convergence of Newton-

Raphson method is calculated to be 0.217920. 

 

 

 
 

Fig. 4: Rate of convergence in reporting a root of  f(x)=x
3
-n=0 
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